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Abstract

The rapid growth of the internet has driven increasing market de-
mands and consumer expectations in E-commerce, making efficient
supply chain management (SCM) essential for online businesses.
To keep pace, accurate SCM forecasting has become crucial, help-
ing companies anticipate demand, optimize inventory, and reduce
costs. Traditional forecasting models often fail to address critical
challenges in E-commerce SCM, such as data sparsity, long-tail
distributions, and complex business scenarios. To bridge this gap,
we introduce MoEChain, an innovative SCM framework powered
by the large time series model Time-MoE. Designed to overcome
critical obstacles, MoEChain integrates demand, supply, and lo-
gistics planning into a unified architecture, supporting forecasting
tasks of any scale and length. Time-MoE leverages an mixture-of-
experts (MoE) transformer with zero-shot inference and adaptation
capabilities, enabling accurate predictions for demands with lim-
ited historical data and adjusting to diverse business scenarios. By
pre-training on a meticulously curated balanced dataset, we ef-
fectively mitigate the impact of long-tail distributions. Extensive
experiments on four real-world SCM datasets demonstrate that
MoEChain achieves state-of-the-art forecasting performance, with
its zero-shot predictions surpassing task-specific fully trained base-
lines. Further improvements of 13.06% in MSE are achieved through
one-epoch fine-tuning. This work represents the first comprehen-
sive application of a large time series model in SCM, showcasing
its practical potential to support optimized decision-making.
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• Information systems → Temporal data; • Mathematics of
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1 Introduction

The rapid growth of the internet has transformed modern com-
merce, fostering new business models and creating unprecedented
connectivity across industries. E-commerce has been one of the
most impacted sectors, becoming an essential part of everyday life.
Web-based platforms like Taobao, JD.com, and ByteDance have
revolutionized online shopping, particularly in regions such as
China, driving rapid expansion in E-commerce. At the core of this
success lies Supply Chain Management (SCM) [14], a vital func-
tion that orchestrates the flow of goods, information, and finances
from raw material suppliers to consumers. To maintain a respon-
sive and efficient supply chain, E-commerce companies must adapt
swiftly to fluctuating demands, relying heavily on proactive plan-
ning. Accurate SCM forecasting [12, 16, 30] is essential, providing
predictive insights into demand, inventory, and logistics that enable
companies to anticipate needs and optimize resources. Leveraging
advanced forecasting models, businesses can project future de-
mand trends [34], optimize stock levels [4], and ensure product
availability, while minimizing costs related to overstocking and
stockouts [30]. These predictive capabilities enable seamless coor-
dination between warehouses and fulfillment centers, enhancing
supply chain agility and reducing operational costs through opti-
mized inventory flow and transportation. Integrating forecasting
models with web-based time series data, such as online demand
patterns and inventory turnover, enables E-commerce businesses
to make informed, data-driven decisions–a competitive necessity
in dynamic online markets.

In SCM, decisions are inherently interconnected, with each stage
influencing the next in a continuous loop. Previous research on SCM
for web-based businesses can be broadly categorized into demand
planning, supply planning, and integrated demand-supply planning.
In demand planning, significant efforts have been made to predict
sales or demand sequences for online platforms. Various time se-
ries models has been developed to capture temporal dynamics in
sales data [2, 16, 21]. However, these methods often face challenges
like cold-start scenarios [18, 34], especially when dealing with new
products or markets where historical data is limited. To address
these issues, transfer learning approaches [29, 30, 34] have been

https://doi.org/XXXXXXX.XXXXXXX
https://doi.org/XXXXXXX.XXXXXXX


WWW’25 AI4TS Workshop, April 28-29, 2025, Sydney, NSW, Australia Wang et al.

proposed to enhance prediction accuracy by leveraging knowledge
from related tasks or domains, thereby mitigating the effects of
insufficient data. For supply planning, researchers have formulated
inventory management as an optimization problem [4, 7, 20], aim-
ing to maintain a balance between the supply and demand of Stock
Keeping Units (SKUs) by optimizing replenishment decisions. These
approaches typically rely on strong assumptions, such as customer
demand following a fix distribution [33], which limit their appli-
cability in the dynamic settings of web-based business. Accurate
estimation of demand and inventory flow is critical for optimizing
supply planning and maintaining operational efficiency. To better
capture the interconnected nature of SCM decisions, some studies
have explored integrated demand-supply planning. For instance,
lin et al. [12] jointly predict purchase demand and supply within
a unified framework, and similar methods have been applied in
domains like e-scooter sharing and car-hailing services [6, 23].

Despite advancements in SCM forecasting, existing methods
face critical challenges that limit their practical application in E-
commerce environments:

• Complex SCM scenarios: SCM in E-commerce spans multiple
tasks and scenarios, each with unique forecasting requirements.
For instance, demand planning, supply planning, and logistics
planning each involve different data structures and varying time
horizons. Existingmodels often lack the flexibility to adapt across
these scenarios without extensive retraining, hindering their
scalability and operational efficiency in SCM applications.

• Long-tail distribution: A key characteristic of E-commerce is
the long-tail distribution of demand, where a small number of
popular items have abundant data while the majority of SKUs
are infrequently purchased. Traditional forecasting models are
typically optimized for well-represented items and struggle to
accurately predict demand for long-tail SKUs, which are essential
to manage for an effective supply chain strategy that covers the
full product range.

• Sparse data sources: SCM for E-commerce requires data in-
tegration from numerous sources, including transaction logs,
inventory levels, and logistics operations. While diverse, these
data sources often suffer from sparsity, particularly for newer
products with limited historical demands. The lack of sufficient
and consistent data for these items complicates the training of
reliable forecasting models, limiting their accuracy and applica-
bility across all SKUs.

In this paper, we propose MoEChain, an innovative SCM frame-
work equippedwith a large time seriesmodel (LTM), Time-MoE [19],
specifically designed to tackle the challenges of diverse SCM sce-
narios, long-tail distributions, and data sparsity. Our framework
integrates demand planning, supply planning, and logistics plan-
ning within a unified architecture, providing a versatile, high-
performance solution for E-commerce SCM that supports any-
variate and any-length forecasting. As illustrated in Figure 1, the
core of this architecture consists of an online business platform that
consolidates heterogeneous data sources across the supply chain,
including demand metrics, inventory flows, and logistics data, and
an algorithm deployment platform that enables both online and
offline inference of the proposed Time-MoE model.

To handle complex SCM scenarios, our solution integrates an
mixture-of-experts (MoE) mechanism within a decoder-only trans-
former architecture, dynamically adapting to diverse forecasting
tasks in an efficient and scalable manner. For the long-tail de-
mand distribution, Time-MoE is pre-trained on a high-quality, well-
curated enterprise proprietary dataset, incorporating careful pre-
processing and sampling strategies to ensure a balanced domain
distribution. Lastly, to address data sparsity, we leverage the zero-
shot inference capability of Time-MoE and a lightweight adaptor
for task-specific fine-tuning, enabling accurate predictions even
for products with limited historical data. We validated the effec-
tiveness of our framework using real-world E-commerce data from
an E-commerce company. In three distinct business scenarios, our
framework successfully performed zero-shot forecasting on four
types of business time series, outperforming baselines that require
training from scratch. Additionally, we introduced a lightweight
adaptor tailored to specific business scenarios, further reducing
forecasting error by 9.3% while maintaining inference efficiency.
These results demonstrate the strong practical value and appli-
cability of our framework in real-world E-commerce SCM. Our
contributions are summarized as follows:

• We introduce MoEChain, an efficient and innovative supply
chain management framework that integrates demand, supply,
and logistics forecasting within a single architecture, powered
by the large time series model Time-MoE.

• Leveraging the Time-MoE, MoEChain enables zero-shot, any-
variate, and any-length forecasting, effectively addressing chal-
lenges such as data sparsity, long-tail distributions, and diverse
operational scenarios. Additionally, we propose a lightweight
adaptor to enhance adaptability.

• MoEChain achieves state-of-the-art zero-shot performance on
four real-world datasets, surpassing fully trained baselines. Fur-
ther improvements of 13.06% in MSE are achieved through one-
epoch fine-tuning.

2 Related Work

2.1 General time series forecasting

Recent advancements in deep learning have expanded the range of
time series forecasting models, leveraging various architectures to
capture the temporal dependency. For instance, recurrent neural
network (RNN)-based models [10, 35] and temporal convolution
network (TCN)-based models [24, 28] have demonstrated strong
performance in temporal pattern modeling. Multi-layer perceptron
(MLP)-based models [11, 26, 31] offer simplicity and scalability,
while attention-based methods [13, 15] dynamically focus on rele-
vant features, achieving state-of-the-art results in diverse forecast-
ing tasks. Despite their effectiveness, these models often require
task-specific training and deployment, limiting their scalability in
real-world settings characterized by data sparsity, long-tail distri-
butions, and operational complexity. Recent efforts [1, 19, 27] have
explored LTMs with zero-shot forecasting capabilities, showing
promising adaptability without task-specific fine-tuning. However,
their practical integration into industrial applications remains un-
derexplored.
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2.2 Time series forecasting in E-commerce

E-commerce time series forecasting plays a critical role in optimiz-
ing SCM, with key challenges such as data sparsity and long-tail
distributions shaping the development of advanced methods. Exist-
ing forecasting work in E-commerce SCM has primarily focused
on demand forecasting to anticipate customer needs. One line of
research emphasizes transfer learning to address data scarcity by
leveraging knowledge from auxiliary domains or tasks. For instance,
RMLDP [18] employs meta-learning to transfer segment-specific
knowledge for demand prediction in sparse market segments, while
CATN [34] enhances cross-market forecasting by modeling coop-
erative and competitive interactions between markets. Another
line of work focuses on incorporating external signals to improve
prediction accuracy. Examples include embedding world events to
mitigate forecasting errors [9] and leveraging time-sensitive fea-
tures and user behavior data to dynamically refine predictions [8].
While these methods have advanced the field, they still rely on
domain-specific configurations and struggle to scale across diverse
applications, highlighting the need for frameworks that can seam-
lessly adapt to varied operational scenarios.

2.3 Supply chain management

SCM in E-commerce encompasses multiple interconnected compo-
nents, with supply planning and logistics planning representing two
critical areas of focus. Supply planning seeks to balance inventory
replenishment with demand fulfillment under resource constraints.
Recent methods, such as WIMS [33], optimize replenishment de-
cisions for SKUs under resource constraints, while CD-PPO [4]
employs decentralized reinforcement learning to efficiently man-
age shared inventory resources. However, these approaches often
rely on fixed assumptions, such as predefined demand distribu-
tions or zero lead time [33], which restrict their adaptability to the
dynamic and uncertain nature of E-commerce environments. Logis-
tics planning, on the other hand, emphasizes optimizing delivery
operations, particularly in dynamic scenarios such as last-mile lo-
gistics. For example, GCRL [25] utilizes cooperative reinforcement
learning to enable efficient coordination of courier teams, while
𝑀2G4RTP [3] leverages graph-based architectures to jointly pre-
dict delivery routes and times. In contrast to the aforementioned
studies, we directly predicts critical variables in supply planning
and logistics planning, providing actionable insights that enhance
decision-making efficiency in E-commerce SCM.

3 Methodology

In this paper, we propose MoEChain, an innovative SCM frame-
work to meet the multifaceted forecasting demands of SCM, includ-
ing demand planning, supply planning, and logistics planning. As
shown in Figure 1, the core of MoEChain consists of an online busi-
ness platform that consolidates heterogeneous data sources across
the supply chain and an algorithm deployment platform that en-
ables both online and offline inference of the proposed Time-MoE
model. This framework empowers robust, data-driven decision-
making, enhancing supply chain efficiency and resilience, ensuring
that each component, from inventory flow to transportation logis-
tics, is aligned with real-time and future demands.

3.1 Preliminaries

We introduce the key concepts that form the foundation of our
framework. This includes defining the core entities and systems
involved in E-commerce SCM, along with their roles and interac-
tions:

• Warehouse: Serving as the central hub of the E-commerce sup-
ply chain, the warehouse manages the storage, organization, and
distribution of inventory. It coordinates the receipt of inbound
goods from suppliers and oversees the dispatch of outbound
orders to fulfillment centers.

• Fulfillment Center: The fulfillment center receives shipments
from the warehouse via trucks, handling the picking, packing,
and preparation of products for final shipment to customers or
other distribution points.

• Stock Keeping Unit (SKU): An SKU is a unique identifier as-
signed to each distinct product variant available for sale.

• E-commerceTransaction System (ETS): This subsystem records
transaction-level sales data for individual SKUs, which are in-
strumental for demand planning. This data includes dynamic
sales patterns for a range of SKUs and serves as a foundation for
predicting future demand.

• WarehouseManagement System (WMS): TheWMSmonitors
inventory flow, capturing both inbound and outbound data for
multiple warehouses. This data is essential for optimizing stock
levels, managing supply, and ensuring timely order fulfillment.

• Logistics Management System (LMS): The LMS records trans-
fer volumes across different transportation routes, specifically
tracking inter-warehouse transfers and movements from ware-
houses to fulfillment centers. This data facilitates route optimiza-
tion and efficient resource allocation within logistics planning.

These entities and systems generate diverse time series data,
encompassing sales transactions, inventory movements, and trans-
portation records. These real-time and historical data streams are
processed as multi-variate time series X ∈ R𝑀×𝑇 , where each data
type contributes unique insights into supply chain dynamics:

• Sales data: Captures daily transactional records for 𝑀 SKUs,
often numbering in the hundreds. This data reflects complex
demand patterns shaped by seasonality, promotions, and shifting
consumer behavior.

• Inbound data: Tracks goods entering warehouses, with𝑀 rep-
resenting the number of inbound categories (e.g., apparel, non-
apparel) or warehouse zones being monitored. Inbound data
exhibits cyclical trends driven by supplier schedules and replen-
ishment cycles, with occasional spikes.

• Outbound data: Refers to the quantity of goods picked, packed,
and shipped from warehouses in response to customer orders,
with𝑀 denoting the number of destinations served. Temporal
variations arise from fluctuations in order volumes and supply
chain constraints.

• Transportation data: Represents the transfer of goods from
warehouses to fulfillment centers, with𝑀 indicating transporta-
tion routes. This data shows periodic trends but can fluctuate
due to demand shifts or route disruptions.
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Figure 1: Overview of the MoEChain. The framework supports decision-making in E-commerce SCM, including demand,

supply, and logistics planning, through an online business platform and algorithm deployment platform. A LTM is deployed to

enable efficient online and offline inference for any-length predictions.

3.2 Framework Overview

As shown in Figure 1, MoEChain integrates the online business
platform and the algorithm deployment platform to provide scalable
and efficient solutions for SCM in E-commerce. The online business
platform is composed of three core subsystems: ETS,WMS, and LMS.
These subsystems generate and manage diverse time series data,
including sales patterns, inventory movements, and transportation
volumes, which are critical for supporting demand planning, supply
planning, and logistics planning.

To empower advanced decision-making, the algorithm deploy-
ment platform utilizes the zero-shot predictive capabilities of the
Time-MoEmodel. Built on a decoder-only mixture-of-experts (MoE)
architecture, Time-MoE delivers computationally efficient and ac-
curate forecasts across diverse time series tasks. Its zero-shot in-
ference capability enables predictions without task-specific fine-
tuning, offering flexibility for any-variate and any-length forecast-
ing. This adaptability makes Time-MoE well-suited to real-world
E-commerce challenges, such as handling sparse datasets, address-
ing long-tail distributions, and adapting to complex and varied
operational requirements.

The algorithm deployment platform supports two modes of op-
eration: online inference, which delivers real-time predictions to
integrate seamlessly with business operations, and offline inference,
which ensures stable and reliable forecasts for batch processing.
Further implementation details are provided in Section 3.5.

3.3 Time-MoE Architecture

Previous studies [1, 5, 27] utilizing transformer-based architectures
face substantial computational overhead during inference due to
the activation of all model parameters. In online E-commerce sys-
tems, inference speed and prediction accuracy are both critical, as
they directly influence real-time decision-making and operational
efficiency. To address these challenges, we propose a decoder-only
transformer architecture integrated with an MoE mechanism. Our
model comprises three core components: an input projection layer,
decoder blocks, and an any-length prediction module. The input
projection layer maps heterogeneous time series data into a shared
embedding space, enabling flexible handling of multi-variate and
varying-length sequences. The decoder blocks employ an MoE
mechanism that selectively activates a subset of expert networks
tailored to each business scenario, significantly reducing computa-
tional load while preserving model capacity. Finally, the any-length
prediction module enables flexible forecasting horizons, support-
ing both short- and long-term predictions essential for dynamic
E-commerce operations.

3.3.1 Input embedding. Previousworks commonly employ patch-
ing techniques to generate patch-wise embeddings for time series
data, capturing local semantics and reducing computational com-
plexity. However, these methods generally lack adaptability to in-
puts of varying lengths and often require predefined operations,
such as padding [5], quantization [1], or multi-patch size strate-
gies [27], which limits their flexibility in handling time series data of
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arbitrary lengths in E-commerce applications. To address these limi-
tations, we propose an embedding approach that directly maps each
time point into a unified embedding space, eliminating the need
for length-specific preprocessing. Formally, the input embedding is
defined as:

H0 = Swish
(
xW⊤) ⊗ (

xV⊤) , (1)

whereH0 ∈ R𝑇×𝐷 is the resulting embedding matrix, x ∈ R𝑇 repre-
sents a univariate time series of length𝑇 , Swish [17] is the activation
function, and W,V ∈ R𝐷×1 are learnable weight matrices. This
formulation enables each time point to be independently mapped
to the latent space, enhancing adaptability to input sequences of
any length.

3.3.2 Decoder Blocks. Our model comprises a stack of 𝐿 Blocks
connected via residual connections, where each Block is a modified
version of the standard transformer block. Specifically, we employ
RMSNorm [32] instead of the LayerNorm to enhance training sta-
bility. Additionally, we utilize rotary positional embeddings [22] in
place of absolute positional encodings to improve the model’s flexi-
bility in sequence length. The feed-forward network (FFN) in each
block is replaced with an MoE layer. Then, the forward propagation
of the 𝑙-th Blocks can be formalized as:

H𝑙 = Block(H𝑙−1) + H𝑙−1

= SelfAttn
(
Norm

(
H𝑙−1

))
+MoE

(
Norm

(
H𝑙−1

))
+ H𝑙−1,

(2)

where SelfAttn denotes the self-attention layer, and Norm repre-
sents RMSNorm. To efficiently handle diverse patterns in E-commerce
time series data while maintaining computational efficiency, we
incorporate an MoE mechanism into our decoder-only transformer
architecture.

The MoE consists of 𝑁 +1 expert networks, denoted as {Expert1,
Expert2, . . . , Expert𝑁+1}, where each Expert is implemented as a
standard FFN. The first 𝑁 experts are sparsely activated based on
the input at each time step, and the (𝑁 + 1)-th expert acts as a
shared expert that does not participate in the routing mechanism
and processes all time steps.

RoutingMechanism. Wefirst compute routing logits to determine
which experts to activate for each time step. This is achieved by
projecting the input through a learnable weight matrixW ∈ R𝐷×𝑁 :

R = Ĥ𝑙−1W, R ∈ R𝑇×𝑁 , Ĥ𝑙−1 = Norm(H𝑙−1) . (3)

Next, we apply the softmax function along the expert dimension
to obtain the routing probabilities:

P = Softmax(R), P ∈ R𝑇×𝑁 . (4)

For each time step 𝑡 , we select the top 𝑘 experts with the highest
routing probabilities P𝑡,:, resulting in a binary maskM ∈ {0, 1}𝑇×𝑁 :

M𝑡,𝑖 =

{
1, if 𝑖 ∈ TopK

(
P𝑡,:, 𝑘

)
,

0, otherwise.
(5)

Expert Computation andAggregation. Each activated expert Expert𝑖
(𝑖 = 1, . . . , 𝑁 ) processes its assigned time steps. Let T𝑖 = {𝑡 | M𝑡,𝑖 =

1} be the set of time steps assigned to expert 𝑖 . The expert outputs
are computed as:

O𝑖 = Expert𝑖
(
Ĥ𝑙−1
T𝑖

)
, O𝑖 ∈ R | T𝑖 |×𝐷 , (6)

where Ĥ𝑙−1
T𝑖 denotes the inputs corresponding to T𝑖 . The shared

expert Expert𝑁+1 processes all time steps:

O𝑁+1 = Expert𝑁+1
(
Ĥ𝑙−1

)
, O𝑁+1 ∈ R𝑇×𝐷 . (7)

The final output of the MoE layer aggregates the contributions
from the activated experts and the shared expert. For each time
step 𝑡 , the output is computed as:

H𝑙
𝑡 = MoE(Ĥ𝑙 )𝑡 = 𝛼𝑡 · O𝑁+1,𝑡 +

𝑁∑︁
𝑖=1

M𝑡,𝑖 · P𝑡,𝑖 · O𝑖,𝑡 ,

𝛼𝑡 = Sigmoid(Ĥ𝑙−1
𝑡 W), W ∈ R𝐷×1,

(8)

where O𝑖,𝑡 represents the output of expert 𝑖 at time step 𝑡 (if 𝑡 ∈ T𝑖 )
and zero otherwise. This formulation ensures that each time step is
influenced only by its assigned experts.

3.3.3 Any-length Prediction. In E-commerce operations, fore-
casting over flexible horizons is essential for effective supply chain
and logistics management. Different business strategies require
predictions at various time scales; for example, short-term forecasts
are vital for inventory replenishment, while long-term projections
inform strategic planning and market expansion. To accommo-
date these requirements, we propose an auto-regressive prediction
framework employing 𝑗 specialized prediction heads, denoted as
{Head1, . . . ,Head𝑗 }. Each prediction head Head𝑖 is tailored for a
fixed horizon length ℎ𝑖 , responsible for forecasting the next ℎ𝑖 time
steps. During training, we jointly optimize all heads by minimizing
the average forecasting error. During inference, to achieve a desired
forecasting horizon 𝐻 , we generate predictions auto-regressively
by sequentially selecting the largest possibleℎ𝑖 that does not exceed
the remaining horizon. The forecast is constructed as:

x̂𝑇+1:𝑇+𝐻 = Concat
(
Head𝑖1

(
H𝐿
1:𝑇

)
, Head𝑖2

(
H1:𝑇+ℎ𝑖1

)
, . . .

)
,

(9)
where each Head is selected greedily based on the remaining hori-
zon, and Concat denotes the concatenation of the predicted se-
quences. Empirically, each Head is implemented as a single-layer
FFN. By auto-regressively incorporating the predicted values back
into the model input, our framework effectively captures depen-
dencies across multiple time scales.

3.4 Time-MoE Adaptor

In E-commerce SCM, future covariates are also crucial for en-
hancing forecasting accuracy. Examples include time-related fea-
tures such as the month of the year, the day of the week, and
forward-looking procurement plans from operations teams. To en-
hance Time-MoE’s predictions, we propose an optional lightweight
adaptor that incorporates future covariates. Given the initial fore-
cast x̂𝑇+1:𝑇+𝐻 generated auto-regressively by Time-MoE, where
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x̂𝑇+1:𝑇+𝐻 ∈ R𝑀×𝐻 , and𝑚 covariates {z1, · · · , z𝑚}, where z𝑖 ∈ R𝐻 ,
the adaptor refines the prediction as follows:

x̂𝑇+1:𝑇+𝐻 = Adaptor( [x̂𝑇+1:𝑇+𝐻 ; z1; · · · ; z𝑚]), (10)

where [·; ·] denotes concatenation along the variate dimension,
and Adaptor is a two-layer FFN with ReLU activation, mapping
inputs from R(𝑀+𝑚)×𝐻 to R𝑀×𝐻 . By leveraging covariate inputs,
the adaptor enables efficient test-time fine-tuning, enhancing fore-
casting accuracy in dynamic SCM environments.

3.5 Model Deployment

3.5.1 Pre-training. Wedevelope a high-quality time series dataset
from enterprise proprietary data sources, to train foundationmodels
for diverse forecasting tasks. We address data imbalance and long-
tail distribution by applying down-sampling to overrepresented
datasets, ensuring a balanced representation across domains and
observation values during training. This strategy allows for propor-
tionate sampling of batches, mitigating biases and promoting more
robust model training. For deployment, we use Time-MoE𝑏𝑎𝑠𝑒 (50
million parameters) and Time-MoE𝑙𝑎𝑟𝑔𝑒 (200 million parameters).

3.5.2 Deployment. The deployment platform is designed to sup-
port ETS, WMS, and LMS with advanced decision support by lever-
aging the zero-shot predictive capabilities of our pre-trained Time-
MoE. This platform operates in two distinct modes, online and
offline, each tailored to specific operational requirements to maxi-
mize system responsiveness and computational efficiency:
• Online Inference: The online inference mode is structured for
real-time forecasting to support time-sensitive decision-making
in scenarios with fluctuating demand. The system employs Ku-
bernetes (K8S)1 for managing containerized services, dynam-
ically scaling the number of pods according to workload re-
quirements. Each pod is connected to a Ray worker2, which or-
chestrates the distribution of inference tasks to ensure efficient
utilization of resources. Within each pod, TorchServe3 manages
model serving, allowing the Time-MoE to deliver predictions
with low latency.

• Offline Inference: The offline inference mode is designed for
large-scale, compute-intensive forecasting tasks suited for long-
term planning and periodic analysis. Integrated with Hive4, the
system uses Ray to manage batch jobs, distributing tasks across
multiple nodes to enable parallel processing. Offline inference
relies on PyTorch to execute batch processing, with Ray workers
assigned to each task to optimize task distribution and maintain
fault tolerance.

4 Experiment

4.1 Experimental Settings

4.1.1 Datasets. We evaluate MoEChain on real-world SCM data
from an E-commerce company, covering three key business sce-
narios: demand planning, supply planning, and logistics planning.
The datasets span from January 1, 2020, to December 31, 2023,

1https://kubernetes.io/
2https://www.ray.io/
3https://pytorch.org/serve/
4https://hive.apache.org/

featuring diverse time series characteristics to ensure a compre-
hensive assessment of SCM tasks. For demand planning, we use
SKU-level sales time series with 935 variables per sample. For sup-
ply planning, we analyze inbound and outbound inventory flows
from the warehouse, comprising 3 variables for inbound flows and
16 for outbound flows, capturing inventory movement dynamics.
For logistics planning, we examine transportation time series (i.e.,
trucking lines) with 8 variables per sample. The datasets are split
into training, validation, and test sets following a 7:1:2 ratio.

4.1.2 Metrics. We assess performance using three standard met-
rics:Mean Squared Error (MSE), whichmeasures the average squared
difference between predicted and actual values, penalizing larger
errors more heavily; Mean Absolute Error (MAE), which evaluates
the average magnitude of errors without considering their direction
for an intuitive measure of accuracy; and Mean Absolute Percent-
age Error (MAPE), which provides a relative accuracy measure by
calculating percentage errors, making it suitable for datasets of
varying scales.

4.1.3 Baselines. We compare Time-MoE against five state-of-
the-art forecasting models. The baselines include the MLP-based
model DLinear [31] and TimeMixer [26], the CNN-based model
TimesNet [28], and the attention-based models iTransformer [13]
and PatchTST [15].

4.2 Zero-Shot Forecasting

As shown in Table 1, we test the forecasting performance of Time-
MoE𝑙𝑎𝑟𝑔𝑒 and baselines on four SCM time series datasets.

4.2.1 Implementation Details. For Time-MoE𝑙𝑎𝑟𝑔𝑒 , the predic-
tion heads, number of experts , hidden dimension 𝐷 , number of
decoder blocks 𝐿, and top-𝑘 expert selection 𝑘 are consistently set
to {1, 8, 32, 64}, 8, 768, 12, and 2, respectively. Baselines are trained
using the Adam optimizer with a learning rate of 0.001. For Time-
MoE𝑙𝑎𝑟𝑔𝑒 , zero-shot forecasting is performed directly on the test set
without fine-tuning, leveraging a Nvidia R○ A100 GPU for inference.

4.2.2 Main Results. The results in Table 1 highlight the superior
performance of Time-MoE𝑙𝑎𝑟𝑔𝑒 across all tasks and forecasting
horizons of one week, two weeks, and four weeks. On average,
Time-MoE𝑙𝑎𝑟𝑔𝑒 achieves the lowest MAE of 0.613 and MSE of 1.240,
outperforming the best baseline, iTransformer, by 9.7% in MAE and
11.9% in MSE. For the one-week horizon, Time-MoE𝑙𝑎𝑟𝑔𝑒 achieves
an averageMAE of 0.539 andMSE of 1.801, surpassing iTransformer
by 7.6% in MAE and 10.5% in MSE. Similarly, for the four-week
horizon, it achieves an average MAE of 0.673 and MSE of 2.662,
outperforming iTransformer by 9.1% in MAE and 12.3% in MSE.
These results underscore the robustness of Time-MoE𝑙𝑎𝑟𝑔𝑒 across
varying timescales and resolutions. While certain baselines like
PatchTST show strengths on specific datasets, such as excelling in
the Outbound dataset, Time-MoE𝑙𝑎𝑟𝑔𝑒 demonstrates consistent gen-
eralization across all datasets and tasks. This universal adaptability
eliminates the need for deploying and training separate models
for different scenarios, significantly simplifying model deployment
and maintenance. By effectively addressing challenges such as data

https://kubernetes.io/
https://www.ray.io/
https://pytorch.org/serve/
https://hive.apache.org/
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Table 1: Time series forecasting tasks. The forecasting horizons are: {7, 14, 28}. The context length is 96. The models on the

left side of the vertical lines represent zero-shot approaches, while those on the right are fully retrained models. The best

performance is highlighted in red, and the second-best is underlined.

Methods Time-MoE TimeMixer iTransformer PatchTST DLinear TimesNet
MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE

SKU
7 0.247 0.238 0.252 0.251 0.253 0.247 0.278 0.262 0.381 0.413 0.373 0.461
14 0.280 0.304 0.277 0.308 0.269 0.297 0.292 0.306 0.379 0.445 0.387 0.501
28 0.331 0.398 0.286 0.368 0.302 0.392 0.324 0.390 0.402 0.516 0.414 0.583

Inbound
7 0.538 0.440 0.619 0.542 0.639 0.569 0.600 0.539 0.678 0.725 0.667 0.646
14 0.614 0.576 0.704 0.746 0.742 0.809 0.744 0.815 0.687 0.738 0.732 0.831
28 0.671 0.660 0.634 0.609 0.728 0.758 0.722 0.743 0.660 0.668 0.684 0.703

Outbound
7 0.256 0.159 0.339 0.275 0.312 0.204 0.292 0.178 0.347 0.250 0.407 0.329
14 0.296 0.214 0.386 0.343 0.314 0.225 0.297 0.195 0.370 0.289 0.376 0.301
28 0.395 0.331 0.403 0.373 0.382 0.325 0.342 0.261 0.405 0.352 0.381 0.300

Transportation
7 1.117 3.366 1.616 5.404 1.237 3.631 1.290 3.753 1.309 3.816 1.308 3.942
14 1.222 3.540 1.735 5.471 1.338 3.837 1.411 4.141 1.368 3.906 1.380 3.947
28 1.391 4.660 1.387 4.332 1.629 5.589 1.606 5.326 1.589 5.376 1.701 5.841

Average 0.613 1.240 0.720 1.585 0.679 1.407 0.683 1.409 0.715 1.458 0.734 1.532

sparsity, long-tail SKU distributions, and diverse business scenar-
ios, Time-MoE𝑙𝑎𝑟𝑔𝑒 establishes itself as a scalable, efficient, and
versatile solution for forecasting problems in SCM.

4.3 Fine-tuning Performance

Table 2: Performance comparison between zero-shot Time-

MoE𝑙𝑎𝑟𝑔𝑒 and full fine-tuned Time-MoE𝑏𝑎𝑠𝑒 . The best perfor-

mance for each row is highlighted in bold.

Dataset Time-MoE𝑙𝑎𝑟𝑔𝑒 Time-MoE𝑏𝑎𝑠𝑒 † Improv. (%)
MAE MSE MAE MSE MAE MSE

SKU
7 0.247 0.268 0.241 0.250 2.43% ↑ 7.2% ↑
14 0.280 0.304 0.259 0.300 7.50% ↑ 1.32% ↑
28 0.331 0.398 0.287 0.392 13.29% ↑ 1.51% ↑

Inb.
7 0.538 0.440 0.498 0.385 7.43% ↑ 12.50% ↑
14 0.614 0.576 0.572 0.504 6.84% ↑ 12.50% ↑
28 0.671 0.660 0.632 0.601 5.82% ↑ 8.94% ↑

Outb.
7 0.256 0.159 0.249 0.148 2.73% ↑ 6.92% ↑
14 0.296 0.214 0.288 0.205 2.70% ↑ 4.21% ↑
28 0.395 0.331 0.365 0.297 7.59% ↑ 10.27% ↑

Transp.
7 1.117 3.366 0.990 2.684 11.37% ↑ 20.27% ↑
14 1.222 3.540 1.033 2.878 15.45% ↑ 18.69% ↑
28 1.391 4.660 1.196 3.900 14.03% ↑ 16.34% ↑

Average - 0.613 1.240 0.580 1.078 5.39% ↑ 13.06% ↑
† represents the full fine-tuned Time-MoE𝑏𝑎𝑠𝑒 , which was fine-tuned for only
one epoch across all datasets.

4.3.1 ImplementationDetails. The fine-tuning strategy for Time-
MoE𝑏𝑎𝑠𝑒 differs from conventional approaches to better align with
SCM business requirements while preserving the model’s general-
ization capabilities. Specifically, Time-MoE𝑏𝑎𝑠𝑒 was fully fine-tuned
for one epoch on the shuffled training sets of all datasets. This
strategy ensures its adaptability to various SCM scenarios without
overfitting to specific tasks. Time-MoE𝑙𝑎𝑟𝑔𝑒 operates in a zero-shot

setting, directly evaluated on the test set without any task-specific
training.

4.3.2 Results. The results in Table 2 illustrate the performance
gains achieved through fine-tuning the Time-MoE𝑏𝑎𝑠𝑒 model com-
pared to its zero-shot larger variant Time-MoE𝑙𝑎𝑟𝑔𝑒 . Fine-tuning
results in consistent improvements across all datasets and forecast-
ing horizons. For SKU-level forecasting, fine-tuning reduces MAE
by 7.5% on the 28-day horizon, improving from 0.331 to 0.287. Simi-
larly, in the Inbound dataset, fine-tuning lowers MSE by 8.9% on the
7-day horizon, decreasing from 0.440 to 0.385. The Transportation
dataset shows the most significant improvement, where fine-tuning
reduces MAE by 10.9% and MSE by 16.3% on the 7-day horizon. On
average, fine-tuning improves MAE and MSE by 5.4% and 13.1%,
respectively, demonstrating its effectiveness in enhancing predic-
tion accuracy while leveraging the pre-trained model’s zero-shot
capabilities. These results underline the scalability and adaptability
of Time-MoE for real-world applications.

5 Conclusion

In this work, we introduced MoEChain, a comprehensive SCM
framework powered by the large time series model, Time-MoE.
MoEChain addresses key challenges in E-commerce SCM, includ-
ing data sparsity, long-tail distributions, and diverse business sce-
narios, by unifying demand, supply, and logistics planning in a
single architecture. With an MoE transformer, Time-MoE delivers
state-of-the-art zero-shot, any-variate, and any-length forecasting.
Pre-trained on a curated, balanced dataset, Time-MoE effectively
handles long-tail distributions while ensuring robust performance.
Extensive experiments on four real-world SCM datasets show that
MoEChain achieves state-of-the-art performance, with zero-shot
predictions surpassing fully trained baselines and a 13.06% MSE
reduction through one-epoch fine-tuning. MoEChain represents
a pioneering application of large time series models in SCM, of-
fering efficient and accurate forecasting for modern E-commerce,
empowering data-driven decision-making in real-world operations.
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